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1. Title: Application of Whole‐Genome Sequences and Machine Learning in Source Attribution of Salmonella Typhimurium
Authors: Nanna Munck; Patrick Murigu Kamau Njage; Pimlapas Leekitcharoenphon; Eva Litrup; Tine Hald.
Abstract: Prevention of the emergence and spread of foodborne diseases is an important prerequisite for the improvement of public health. Source attribution models link sporadic human cases of a specific illness to food sources and animal reservoirs. With the next generation sequencing technology, it is possible to develop novel source attribution models. We investigated the potential of machine learning to predict the animal reservoir from which a bacterial strain isolated from a human salmonellosis case originated based on whole‐genome sequencing. Machine learning methods recognize patterns in large and complex data sets and use this knowledge to build models. The model learns patterns associated with genetic variations in bacteria isolated from the different animal reservoirs. We selected different machine learning algorithms to predict sources of human salmonellosis cases and trained the model with Danish Salmonella Typhimurium isolates sampled from broilers (n = 34), cattle (n = 2), ducks (n = 11), layers (n = 4), and pigs (n = 159). Using cgMLST as input features, the model yielded an average accuracy of 0.783 (95% CI: 0.77–0.80) in the source prediction for the random forest and 0.933 (95% CI: 0.92–0.94) for the logit boost algorithm. Logit boost algorithm was most accurate (valid accuracy: 92%, CI: 0.8706–0.9579) and predicted the origin of 81% of the domestic sporadic human salmonellosis cases. The most important source was Danish produced pigs (53%) followed by imported pigs (16%), imported broilers (6%), imported ducks (2%), Danish produced layers (2%), Danish produced cattle and imported cattle (<1%) while 18% was not predicted. Machine learning has potential for improving source attribution modeling based on sequence data. Results of such models can inform risk managers to identify and prioritize food safety interventions.
2. Title: Quantitative Risk Assessment: Developing a Bayesian Approach to Dichotomous Dose–Response Uncertainty
Authors: Matthew W. Wheeler; Todd Blessinger; Kan Shao; Bruce C. Allen; Louis Olszyk; J. Allen Davis; Jeffrey S Gift.
Abstract: Model averaging for dichotomous dose–response estimation is preferred to estimate the benchmark dose (BMD) from a single model, but challenges remain regarding implementing these methods for general analyses before model averaging is feasible to use in many risk assessment applications, and there is little work on Bayesian methods that include informative prior information for both the models and the parameters of the constituent models. This article introduces a novel approach that addresses many of the challenges seen while providing a fully Bayesian framework. Furthermore, in contrast to methods that use Monte Carlo Markov Chain, we approximate the posterior density using maximum a posteriori estimation. The approximation allows for an accurate and reproducible estimate while maintaining the speed of maximum likelihood, which is crucial in many applications such as processing massive high throughput data sets. We assess this method by applying it to empirical laboratory dose–response data and measuring the coverage of confidence limits for the BMD. We compare the coverage of this method to that of other approaches using the same set of models. Through the simulation study, the method is shown to be markedly superior to the traditional approach of selecting a single preferred model (e.g., from the U.S. EPA BMD software) for the analysis of dichotomous data and is comparable or superior to the other approaches.
3. Title: Probabilistic Analysis of Dam Accidents Worldwide: Risk Assessment for Dams of Different Purposes in OECD and Non‐OECD Countries with Focus on Time Trend Analysis
Authors: Anna Kalinina; Matteo Spada; Peter Burgherr.
Abstract: This study presents probabilistic analysis of dam accidents worldwide in the period 1911–2016. The accidents are classified by the dam purpose and by the country cluster, where they occurred, distinguishing between the countries of the Organization for Economic Cooperation and Development (OECD) and nonmember countries (non‐OECD without China). A Bayesian hierarchical approach is used to model distributions of frequency and severity for accidents. This approach treats accident data as a multilevel system with subsets sharing specific characteristics. To model accident probabilities for a particular dam characteristic, this approach samples data from the entire data set, borrowing the strength across data set and enabling to model distributions even for subsets with scarce data. The modelled frequencies and severities are combined in frequency‐consequence curves, showing that accidents for all dam purposes are more frequent in non‐OECD (without China) and their maximum consequences are larger than in OECD countries. Multipurpose dams also have higher frequencies and maximum consequences than single‐purpose dams. In addition, the developed methodology explicitly models time dependence to identify trends in accident frequencies over the analyzed period. Downward trends are found for almost all dam purposes confirming that technological development and implementation of safety measures are likely to have a positive impact on dam safety. The results of the analysis provide insights for dam risk management and decision‐making processes by identifying key risk factors related to country groups and dam purposes as well as changes over time.
4. Title: A Risk Analysis Framework for Cyber Security and Critical Infrastructure Protection of the U.S. Electric Power Grid
Authors: Sean S. Baggott; Joost R. Santos.
Abstract: The purpose of this article is to introduce a risk analysis framework to enhance the cyber security of and to protect the critical infrastructure of the electric power grid of the United States. Building on the fundamental questions of risk assessment and management, this framework aims to advance the current risk analysis discussions pertaining to the electric power grid. Most of the previous risk‐related studies on the electric power grid focus mainly on the recovery of the network from hurricanes and other natural disasters. In contrast, a disproportionately small number of studies explicitly investigate the vulnerability of the electric power grid to cyber‐attack scenarios, and how they could be prevented or mitigated. Such a limited approach leaves the United States vulnerable to foreign and domestic threats (both state‐sponsored and “lone wolf”) to infiltrate a network that lacks a comprehensive security environment or coordinated government response. By conducting a review of the literature and presenting a risk‐based framework, this article underscores the need for a coordinated U.S. cyber security effort toward formulating strategies and responses conducive to protecting the nation against attacks on the electric power grid.
5. Title: Geospatial Modeling of Containment Probability for Escaped Wildfires in a Mediterranean Region
Authors: Marcos Rodrigues; Fermín Alcasena; Pere Gelabert Cristina; Vega‐García.
Abstract: Despite escalating expenditures in firefighting, extreme fire events continue to pose a major threat to ecosystem services and human communities in Mediterranean areas. Developing a safe and effective fire response is paramount to efficiently restrict fire spread, reduce negative effects to natural values, prevent residential housing losses, and avoid causalties. Though current fire policies in most countries demand full suppression, few studies have attempted to identify the strategic locations where firefighting efforts would likely contain catastrophic fire events. The success in containing those fires that escape initial attack is determined by diverse structural factors such as ground accessibility, airborne support, barriers to surface fire spread, and vegetation impedance. In this study, we predicted the success in fire containment across Catalonia (northeastern Spain) using a model generated with random forest from detailed geospatial data and a set of 73 fire perimeters for the period 2008–2016. The model attained a high predictive performance (AUC = 0.88), and the results were provided at fine resolution (25 m) for the entire study area (32,108 km2). The highest success rates were found in agricultural plains along the nonburnable barriers such as major road corridors and largest rivers. Low levels of containment likelihood were predicted for dense forest lands and steep‐relief mountainous areas. The results can assist in suppression resource pre‐positioning and extended attack decision making, but also in strategic fuels management oriented at creating defensive locations and fragmenting the landscape in operational firefighting areas. Our modeling workflow and methods may serve as a baseline to generate locally adapted models in fire‐prone areas elsewhere.
6. Title: An Integrated Approach for Assessing the Impact of Large‐Scale Future Floods on a Highway Transport System
Authors: Weiping Wang; Saini Yang; Jianxi Gao; Fuyu Hu; Wanyi Zhao; H. Eugene Stanley.
Abstract: The negative impact of climate change continues to escalate flood risk. Floods directly and indirectly damage highway systems and disturb the socioeconomic order. In this study, we propose an integrated approach to quantitatively assess how floods impact the functioning of a highway system. The approach has three parts: (1) a multi‐agent simulation model to represent traffic, heterogeneous user demand, and route choice in a highway network; (2) a flood simulator using future runoff scenarios generated from five global climate models, three representative concentration pathways (RCPs), and the CaMa‐Flood model; and (3) an impact analyzer, which superimposes the simulated floods on the highway traffic simulation system, and quantifies the flood impact on a highway system based on car following model. This approach is illustrated with a case study of the Chinese highway network. The results show that (i) for different global climate models, the associated flood damage to a highway system is not linearly correlated with the forcing levels of RCPs, or with future years; (ii) floods in different years have variable impacts on regional connectivity; and (iii) extreme flood impacts can cause huge damages in highway networks; that is, in 2030, the estimated 84.5% of routes between provinces cannot be completed when the highway system is disturbed by a future major flood. These results have critical implications for transport sector policies and can be used to guide highway design and infrastructure protection. The approach can be extended to analyze other networks with spatial vulnerability, and it is an effective quantitative tool for reducing systemic disaster risk.
7. Title: A Factor Analysis Approach Toward Reconciling Community Vulnerability and Resilience Indices for Natural Hazards
Authors: Paul M. Johnson; Corey E. Brady; Craig Philip; Hiba Baroud; Janey V. Camp; Mark Abkowitz.
Abstract: The concepts of vulnerability and resilience help explain why natural hazards of similar type and magnitude can have disparate impacts on varying communities. Numerous frameworks have been developed to measure these concepts, but a clear and consistent method of comparing them is lacking. Here, we develop a data‐driven approach for reconciling a popular class of frameworks known as vulnerability and resilience indices. In particular, we conduct an exploratory factor analysis on a comprehensive set of variables from established indices measuring community vulnerability and resilience at the U.S. county level. The resulting factor model suggests that 50 of the 130 analyzed variables effectively load onto five dimensions: wealth, poverty, agencies per capita, elderly populations, and non–English‐speaking populations. Additionally, the factor structure establishes an objective and intuitive schema for relating the constituent elements of vulnerability and resilience indices, in turn affording researchers a flexible yet robust baseline for validating and expanding upon current approaches.
8. Title: Supply Constraint from Earthquakes in Japan in Input–Output Analysis
Authors: Michiyuki Yagi; Shigemi Kagawa; Shunsuke Managi; Hidemichi Fujii; Dabo Guan.
Abstract: Disasters often cause exogenous flow damage (i.e., the [hypothetical] difference in economic scale with and without a disaster in a certain period) to production (“supply constraint”). However, input‐output (IO) analysis (IOA) cannot usually consider it, because the Leontief quantity model (LQM) assumes that production is endogenous; the Ghosh quantity model (GQM) is considered implausible; and the Leontief price model (LPM) and the Ghosh price model (GPM) assume that quantity is fixed. This study proposes to consider a supply constraint in the LPM, introducing the price elasticity of demand. This study uses the loss of social surplus (SS) as a damage estimation because production (sales) is less informative as a damage index than profit (margin); that is, production can be any amount if without considering profit, and it does not tell exactly how much profit is lost for each supplier (upstream sector) and buyer (downstream sector). As a model application, this study examines Japan's largest five earthquakes from 1995 to 2017 and the Great East Japan Earthquake (GEJE) in March 2011. The worst earthquake at the peak tends to increase price by 10–20% and decrease SS by 20–30%, when compared with the initial month's prices/production. The worst damage tends to last eight months at most, accumulating 0.5‐month‐production damage (i.e., the sum of [hypothetical] differences in SS with and without an earthquake [for eight months] is 50% of the initial month production). Meanwhile, the GEJE in the five prefectures had cumulatively, a 25‐month‐production damage until the temporal recovery at the 37th month.
9. Title: All The Same? On a Certain Pattern in Cross‐National Death Risk
Authors: Arnold Barnett
Abstract: This article considers whether a nation that fares relatively well (or badly) on a particular dimension of mortality risk tends also to do so on others. Working with 2016 data from the Global Burden of Disease (GBD) Study, we focus on six causes of premature death: transport accidents, other accidents, homicide, early‐childhood diseases, and both communicable and noncommunicable diseases beyond early childhood. We consider data from all 26 nations that had populations of at least 50 million in 2016, as well as 15 clusters of smaller nations that are similar in longevity (e.g., Scandinavia). We use an analytic method that facilitates useful comparisons across nations, for it recognizes that some potential death risks can be underestimated because citizens die sooner from other causes. We estimate reductions in lifespan from each of the six causes relative to natural lifespan as defined by GBD. It emerges that, for all 15 pairings among the six causes, these reductions are positively correlated. We introduce metrics to summarize a nation's overall “safety status,” and find that losses of longevity because of premature deaths are nearly three decades fewer in the safest countries than in the least safe ones. Turning to possible explanations for the cross‐national differences, we find a strong association between a nation's safety status and both its economic wherewithal as indicated by the 2016 GDP per capita (adjusted for purchasing power parity) and its income inequality as reflected by its Gini coefficient.
10. Title: Efficient or Fair? Operationalizing Ethical Principles in Flood Risk Management: A Case Study on the Dutch‐German Rhine
Authors: Alessio Ciullo; Jan H. Kwakkel; Karin M. De Bruijn; Neelke Doorn; Frans Klijn.
Abstract: Flood risk management decisions in many countries are based on decision‐support frameworks which rely on cost‐benefit analyses. Such frameworks are seldom informative about the geographical distribution of risk, raising questions on the fairness of the proposed policies. In the present work, we propose a new decision criterion that accounts for the distribution of risk reduction and apply it to support flood risk management decisions on a transboundary stretch of the Rhine River. Three types of interventions are considered: embankment heightening, making Room for the River, and changing the discharge distribution of the river branches. The analysis involves solving a flood risk management problem according to four alternative formulations, based on different ethical principles. Formulations based on cost optimization lead to very poor performances in some areas for the sake of reducing the overall aggregated costs. Formulations that also include equity criteria have different results depending on how these are defined. When risk reduction is distributed equally, very poor economic performance is achieved. When risk is distributed equally, results are in line with formulations based on cost optimization, while a fairer risk distribution is achieved. Risk reduction measures also differ, with the cost optimization approach strongly favoring the leverage of changing the discharge distribution and the alternative formulations spending more on embankment heightening and Room for the River, to rebalance inequalities in risk levels. The proposed method advances risk‐based decision‐making by allowing to consider risk distribution aspects and their impacts on the choice of risk reduction measures.
11. Title: A Soft‐Path Solution to Risk Reduction by Modeling Medical Waste Disposal Center Location‐Allocation Optimization
Authors: Liming Yao; Zhongwen Xu; Ziqiang Zeng.
Abstract: The risk of medical waste pollution and huge demand of daily medical waste disposal pose great difficulties to medical waste management. Establishing medical waste disposal centers (MWDCs) is considered one of the ways to reduce the environmental and public risk of medical waste pollution. However, how to serve the medical waste disposal demand in optimal MWDCs’ locations is a key challenge due to the complexity of the whole system and relationships among stakeholders. This article develops a soft‐path solution for reducing risks as well as mitigating the related costs by optimizing the MWDC location‐allocation problem. A risk mitigation‐oriented bilevel equilibrium optimization model is developed for modeling the Stackelberg game behavior between the local government and the medical institutions. The objectives of the local government are minimizing the total risk of loss, the subsidy costs, and the investment cost of building the MWDCs, while minimizing the disposal and transportation costs are the objectives at the medical institution level. Fuzzy random variables are introduced by combining insufficient historical data with expert knowledge via consulting surveys to describe the coexisting uncertainties in the data. To solve the model, a hybrid approach combined with the interactive fuzzy programming technique and an Entropy‐Boltzmann selection‐based genetic algorithm are designed and tested. The Chengdu Medical Waste Disposal Centers Planning Project is used as a practical application. The results show that it is possible to achieve a balanced market with higher economic efficiency and significantly reduced risk through an appropriate principle of interactive actions between the bilevel stakeholders.
