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1. Title: Adapting our Flood Risk Policies to Changing Conditions
Authors: Carolyn Kousky, Howard Kunreuther, Siyuan Xian, Ning Lin.
Abstract: Flooding causes more damage and severely impacts more people worldwide than any other natural disaster. Flood risk in many parts of the United States is projected to increase due to both continued floodplain development and climate change. Many of our institutions and public policies are not designed to address these changing risk conditions. The practice of grandfathering insurance premiums in the National Flood Insurance Program (NFIP)—allowing an insured to keep a lower rate even when risk has increased—is one such policy. We link a flood hazard model to a flood insurance premium calculator in order to provide illustrative calculations of the possible impact of grandfathering on program revenue and policyholder premiums due to sea level rise for a New York City neighborhood. We conclude by discussing how to preserve the financial soundness of the NFIP while addressing the affordability of insurance in the face of increasing flood risk.
2. Title: On the Use of Standards and Guidelines as a Tool to Fulfil Regulatory Requirements
Authors: Christine L. Berner Nyvik, Roger Flage, Seth Guikema.
Abstract: Over the years, industrial safety regulation has shifted from a “hard” command and control regime to a “soft” regime. A “hard” regime includes the use of strict prescriptive requirements which explain how industry should solve particular issues. A “soft” regime, uses more functional requirements, pointing out what goals are to be achieved. In a “soft” regime, prescriptive standards might still exist, but they are considered suggested solutions, with alternative solutions also being considered if they achieve the overall regulatory goals. The purpose of such a shift is to create regulations that are more flexible, meaning that they are more open for the use of novel technology and for the use of risk assessments as a basis for decision making. However, it is not clear that the shift from a hard to a soft regime has made it easier to use risk assessments for such a purpose in practice. In the present article, we discuss the limitations caused by strict adherence to prescriptive requirements presented in standards or regulations and present our perspective on why and how these can limit risk management in practice. The article aims to discuss the strengths and weaknesses, with regard to risk management, when regulations are strictly dependent on prescriptive or specification-based standards and guidelines. Several examples are used to illustrate some of the main challenges related to the use of specification-based technical standards and how the regulatory shift from “hard” to “soft” has not necessarily made it easier to implement technological solutions based on risk assessments.
3. Title: Risk Analysis in the Age of Big Data: The Promises and Pitfalls
Authors: Roshanak Nateghi, Terje Aven.
Abstract: Despite its rising popularity, the novelty and merits of big data risk analysis are still debated. This perspective article contributes to the debate by clarifying what constitutes big data in the context of risk analysis and proposing that the discussions of big data attributes (i.e., scale, speed, and structure) and big data methods should go hand in hand. Simple examples are used to illustrate the differences between big data risk analysis and traditional approaches. Finally, a distinction is made between the conceptual definition of risk and how risk is measured to clarify the contributions of big data to risk assessment, and to highlight the importance of explicitly accounting for strength of knowledge in conducting big data risk analysis.
4. Title: The Economic Effects of Volcanic Alerts—A Case Study of High-Threat U.S. Volcanoes
Authors: Justin B. Peers, Christopher E. Gregg, Michael K. Lindell, Denis Pelletier, Franco Romerio, Andrew T. Joyner.
Abstract: A common concern about volcanic unrest is that the communication of information about increasing volcanic alert levels (VALs) to the public could cause serious social and economic impacts even if an eruption does not occur. To test this statement, this study examined housing prices and business patterns from 1974–2016 in volcanic regions with “very-high” threat designations from the U.S. Geological Survey (USGS)—Long Valley Caldera (LVC), CA (caldera); Mount St. Helens (MSH), Washington (stratovolcano); and Kīlauea, Hawaiʻi (shield volcano). To compare economic trends in nonvolcanic regions that are economically dependent on tourism, Steamboat Springs, CO, served as a control as it is a ski-tourism community much like Mammoth Lakes in LVC. Autoregressive distributed lag (ARDL) models predicted that housing prices were negatively affected by VALs at LVC from 1982–1983 and 1991–1997. While VALs associated with unrest and eruptions included in this study both had short-term indirect effects on housing prices and business indicators (e.g., number of establishments, employment, and salary), these notifications were not strong predictors of long-term economic trends. Our findings suggest that these indirect effects result from both eruptions with higher level VALs and from unrest involving lower-level VAL notifications that communicate a change in volcanic activity but do not indicate that an eruption is imminent or underway. This provides evidence concerning a systemic issue in disaster resilience. While disaster relief is provided by the U.S. federal government for direct impacts associated with disaster events that result in presidential major disaster declarations, there is limited or no assistance for indirect effects to businesses and homeowners that may follow volcanic unrest with no resulting direct physical losses. The fact that periods of volcanic unrest preceding eruption are often protracted in comparison to precursory periods for other hazardous events (e.g., earthquakes, hurricanes, flooding) makes the issue of indirect effects particularly important in regions susceptible to volcanic activity.
5. Title: Relational Risk and Collective Management: A Pathway to Transformational Risk Management
Authors: Peter Kamstra, Brian Cook, Tim Edensor, David Kennedy, Matthew Kearnes.
Abstract: Risk tends to be conceptualized at the individual scale, with global risk communication and governance efforts fixated on an individual's knowledge and behavior. While individuals are undoubtedly influenced by those who surround them, such human–human interactions tend to be excluded from empirical and field-based analyses of risk taking. This study diverges from prevailing analyses of risk as an individualized phenomenon, exploring the collective and relational practices that influence risk while fishing from hazardous rocky coasts. The aim is to counter the near-universal tendency to individualize risk in empirical analyses by instead using a mixed-methodology that can quantify and enable consideration of collective responses to risk, in real-time. We demonstrate that both rock fishing practice and many of the high-risk events that emerge while rock fishing are managed collectively. Compared to the tendency to individualize risk, we demonstrate that collective responses to risk are more representative of how risk is experienced and acted upon, with implications for risk management in countless contexts.
6. Title: The Benefits and Costs of Cybersecurity Risk Reduction: A Dynamic Extension of the Gordon and Loeb Model
Authors: Kerry Krutilla, Alexander Alexeev, Eric Jardine, David Good.
Abstract: This article develops a dynamic extension of the classic model of cybersecurity investment formulated by Gordon and Loeb. In this dynamic model, results are influenced by the rate at which cybersecurity assets depreciate and the rate of return on investment. Depreciation costs are lower in the dynamic model than is implicitly assumed in the classic model, while the rate-of-return threshold is higher. On balance, the user cost of cybersecurity assets is lower in the dynamic model than is implicitly assumed in the classic model. This difference increases the economically efficient size of the cybersecurity system in value terms, increasing the efficient level of risk reduction.
7. Title: A Bayesian Network Model for Seismic Risk Analysis
Authors: Y. Zhang, W.G. Weng.
Abstract: Earthquakes are one of the most unpredictable natural disasters. A series of secondary and derived disaster events may occur afterwards and lead to even more consequences. In such situations, a seismic risk analysis that takes into account secondary and derived disaster events is vital in reducing the risks of such disasters. The absence of a holistic seismic risk analysis model—one that takes into account the derived disaster events—may mean that the serious consequences of the disaster chains set off by earthquakes are neglected. This article proposes a comprehensive seismic risk analysis that enables a better understanding of seismic disaster chains and rescue scenarios. The approach is based on a Bayesian network constructed using scenario-based methods. The final network structure is achieved by learning parameters. To determine the critical secondary disasters and the key emergency-response measures, probability adaptation and updating using the Bayesian model were performed. The practical application of the model is illustrated using the Wenchuan earthquake and the Jiuzhaigou earthquake in China. The two examples show that the model can be used to predict the potential effects of secondary disasters and the final seismic losses. The results of the model can help decisionmakers gain a comprehensive understanding of seismic risk and implement practical emergency-rescue measures to reduce risk and losses.
8. Title: Methodology for Maritime Risk Assessment in Ports due to Meteo-oceanographic Factors: The Case of the port of Suape, Brazil
Authors: Lucas Azevêdo, Heitor Duarte, Daniel Galvão, Paula Michima, Doris Veleda, Alexander Kreuger.
Abstract: Exploring the effects of meteo-oceanographic (MO) events on ships’ maneuverability and safety has great potential, since most maritime accidents occur in confined waters, where the speed of ships is low, and the forces of wind and current on ships have particular importance. Therefore, we put forward a methodology that will be used to qualify and classify the risks caused by MO factors to how ships maneuver, dock or undock in a port. The objective is to generate important information for managing risk. The methodology is validated and illustrated step-by-step by applying it in Suape, one of the most important ports in Brazil, where the docking of larger tankers (e.g., Suezmax) was not allowed until recently when dredging was done to fit the specifications of such ships, thereby expanding the port's operations. MO data on Suape were collected and recorded from September 2016 to November 2017 and used for the application. Based on expert opinion and discussion with a Suape pilot, 36 accidental scenarios (ASs) were identified and categorized using preliminary hazard analysis. From these, the seven most severe ASs were selected so as to assess in more detail the frequency and consequences of accidents on human health, the environment, and property, for which the MO statistics for the likelihood of an accident and/or dispersal of an oil spill were used. The results show that the methodology is viable to assess risks caused by bad weather and to communicate these to pilots and competent authorities, thus improving the safety of operations.
9. Title: Delete or Not: A Game-Theoretical Model for Soft Censorship of Rumor
Authors: Lifang Li, Qingpeng Zhang, Jun Zhuang.
Abstract: Rumor censorship of social media platforms has become an important issue in the academia and in practice. However, most studies focus on the complete rumor censorship behavior rather than the soft censorship behavior of (social media) platforms. To characterize soft censorship behavior, we conduct analytical, numerical, and experimental analyses using game theory to determine the specific strategies of platforms and rumormongers. Given that (1) the censorship behavior of platforms is costly and (2) platforms have a limited accuracy rate to identify rumors correctly, the platform may identify rumors as true information or identify true information as rumors; moreover, (3) rumormongers decide whether to publish rumors or not to avoid been deleted by the platforms. We found that (1) if deleting true information mistakenly has benefits rather than cost (the platform may cost less by not improving their rumor identification algorithms if the public pays less attention to the freedom of their speech), then platforms are more likely to censor rumormongers and delete the information they published; (2) if deleting true information is costly, then platforms become more cautious about their deleting behavior. This study explains why censoring is accepted by the public in some countries but is highly questionable in others. Using these findings can help platforms understand the rumor publishing behavior of rumormongers and make decisions based on certain situations.
10. Title: The Influence of Residents’ Resilience on the Recovery in the Torrential Rain in Western Japan in 2018
Authors: Shoji Ohtomo, Reo Kimura.
Abstract: In 2018 torrential rain caused serious human suffering and damage to property in western Japan. Following such disasters, the investigation of residents’ subsequent recovery process is important to determine the support required in affected areas and disaster risk management. This study examines the effects of psychological resilience on residents’ life recovery following the torrential rain. We conducted a web survey with 1,000 residents in 13 districts of Hiroshima prefecture and 6 districts of Okayama prefecture that suffered the most damage caused by the torrential rain. The survey used the “recovery calendar” approach to assess residents’ life recovery from the disaster. Results indicated that residents who had suffered relatively little damage began to recover during the “disaster utopia” phase up to 2 months after the disaster. However, residents who had suffered serious damage began to recover during the “reentry to everyday life” phase up to 6 months after the disaster. Moreover, older residents or residents with strong psychological resilience who suffered serious damage were likely to recover sooner than those with weaker psychological resilience. Therefore, this study indicates the importance of an approach to disaster recovery according to the level of damage, phased time period, and psychological resilience.
11. Title: Understanding the Links Between Climate Change Risk Perceptions and the Action Response to Inform Climate Services Interventions
Authors: Anna Steynor, Lorena Pasquini, Andrew Thatcher, Bruce Hewitson.
Abstract: Understanding what motivates people to act on climate change provides an opportunity to design more effective interventions, in particular, climate services interventions, by aligning them with factors that strongly influence action. Climate change risk perceptions have been shown to underlie action on climate change. Therefore, this study performs exploratory research to understand how various determinants of risk perceptions contribute and interact to influence climate change risk perceptions and professional action on climate change in East Africa, in order to inform the context-specific design of climate services. Using data collected through a region-wide survey, a model to risk perceptions and professional action was constructed through structural equation modeling. The model elucidates the cascading effects of variables such as age, gender, education, and personal values on action. In particular, it highlights a split in motivating factors among individuals with higher levels of self-enhancing values versus those with higher levels of self-transcending values. The model also highlights the prominent role that experience of extreme weather events, psychological proximity of climate change, climate change risk perceptions, and social norms play in motivating action. The model, therefore, offers a framework for prioritizing the various factors that motivate people to take adaptation action, which, in turn, provides a basis for informing climate services development going forward.
12. Title: Drinking Water Consumption Patterns among Private Well Users in Ontario: Implications for Exposure Assessment of Waterborne Infection
Authors: Sarah Lavallee, Tessa Latchmore, Paul D. Hynds, R. Stephen Brown, Corinne Schuster-Wallace, Sarah Dickson- Anderson, Anna Majury.
Abstract: Understanding the water consumption patterns within a specific population informs development of increasingly accurate, spatially specific exposure and/or risk assessment of waterborne infection. The current study examined the consumption patterns of private well users in Ontario while considering potentially influential underlying sociodemographics, household characteristics, and experiential factors. A province-wide online survey was circulated between May and August 2018 (n = 1,162). Overall, 81.5% of respondents reported daily well water consumption (i.e., tap water). Results indicate a mean daily well water consumption rate of 1,132 mL/day (SD = 649 mL/day) among well water consumers. Gender was significantly associated with well water consumption, with higher consumption rates found among female respondents. The experience of acute gastrointestinal illness (AGI) symptoms or diagnosis in the past 12 months did not impact the volume of water consumed, suggesting that experiencing previous AGI does not decrease consumption volumes, and therefore exposure over time. Significantly higher rates of well water consumption were found among respondents who reported previous testing or ongoing water treatment. Approximately 45.5% of survey respondents who stated that they do not consume well water selected bottled water as their primary household drinking water supply. Bottled water consumption was also not associated with previous AGI experiences. Findings will inform future quantitative microbial risk assessments associated with private well water use by providing spatially and demographically specific estimates of well water consumption.
13. Title: Quantitative Microbial Risk Assessment (QMRA) of Workers Exposure to Bioaerosols at MSW Open Dumpsites
Authors: G. F. Akpeimeh, L. A. Fletcher, B. E. Evans, I. E. Ibanga.
Abstract: The bioaerosol exposure data from the study by Akpeimeh, Fletcher, and Evans (2019) was used to compute the risk of infection from the exposure of dumpsite workers to Aspergillus fumigatus and Escherichia coli O157:H7. A stochastic (Markov Chain) model was used to model the transport of the inhaled dose though the human respiratory system and then integrated into the beta-Poisson dose–response model to estimate workers risks of respiratory and gastrointestinal (GI) infection. The infection risk was computed based on workers exposure to E. coli O157:H7 at 10–50% pathogen ingestion rate and pathogen-indicator ratio (P:I) of 1:103 and 1:104, while exposure to A. fumigatus was based solely on the average initial exposure dose. The results showed that after 11 hours of exposure, workers engaged in scavenging, waste sorting, and site monitoring were at risk of respiratory and GI infection in the magnitude of 10−1. However, the risk estimates associated with specific areas of the dumpsite showed that, the risk of GI infection at the active area ranged between 3.23 × 10−3–1.56 × 10−2 and 3.25 × 10−4–1.62 × 10−3; dormant area 2.06 × 10−3–1.01 × 10−2 and 2.09 × 10−4–1.04 × 10−3; entrance 1.85 × 10−3–9.09 × 10−3 and 1.87 × 10−4–9.27 × 10−4; boundary 1.82 × 10−3–8.82 × 10−3 and 2.09 × 10−4–8.94 × 10−4 for P:I = 1:103 and 1:104 respectively, while the risk of respiratory infection risks were in the magnitude of 10−1 for all four locations. The estimated risk of workers developing respiratory and gastrointestinal infections were high for all activities assessed at the dumpsite.
14. Title: Regional Scale Risk to the Ecological Sustainability and Ecosystem Services of an African Floodplain System
Authors: Gordon O'Brien, Nico J Smit, Victor Wepener.
Abstract: The Phongolo floodplain is one of southern Africa's most important systems. In this study, we carried out a regional scale ecological risk assessment to evaluate the risk of multiple stressors associated with the use of the aquatic resources in the floodplain to selected social and ecological endpoints representing its sustainability. The floodplain has undergone significant changes as a result of the impacts of multiple stressors. This includes high risk of impact and threatened sustainability between the Pongolapoort Dam and the Ndumo Game Reserve (NGR). This compares to relatively low risk to the maintenance of the endpoints within the NGR. The reserve provides a protection and refuge function for regional biodiversity maintenance and ecosystem sustainability processes. In the study a range of scenarios were considered and demonstrate that the system will respond to protection measures and or increased resource use options. Should flood reductions or water quality pollution drivers continue on increasing trajectories, the condition of the Phongolo River and floodplain will probably deteriorate into an unacceptable, unsustainable state. Removal of the protection services of the NGR would result in an unsustainable ecosystem and loss of ecosystem services for regional vulnerable African communities. Additional evidence should be obtained from monitoring and research to refine, validate, and update the assessment in an adaptive management context. The risk assessment framework approach implemented in the Phongolo floodplain can contribute to the management of other floodplains ecosystems and the sustainability management of social and ecological attributes and processes of these important ecosystems.
以下是书评：

15. Title: The Global Rise of the Modern Plug-In Electric Vehicle: Public Policy, Innovation, and Strategy

Authors: D. Warner North.

Abstract: The article reviews the book “The Global Rise of the Modern Plug-In Electric Vehicle: Public Policy, Innovation, and Strategy” by Graham, John D.
