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1. Title: Global Warming Risk Perceptions in India
Authors: Jagadish Thaker; Nicholas Smith; Anthony Leiserowitz.
Abstract: Few studies have focused on global warming risk perceptions among people in poor and developing countries, who are disproportionately impacted by climate change. This analysis conducts a comprehensive assessment of global warming risk perceptions in India using a national sample survey. Consistent with cultural theory, egalitarianism was positively associated with global warming risk perceptions. In addition, perceived vulnerability and resilience to extreme weather events were also two of the strongest factors associated with global warming risk perceptions. While worry was positively associated with risk perceptions, it accounted for only a small proportion of the variance, unlike studies in developed countries. Finally, the study also collected global warming affective images. The most common responses were “don't know” or “can't say” (25%), followed by “pollution” (21%), “heat” (20%), and “nature” (16%). The study finds that the predictors of global warming risk perceptions among the Indian public are both similar and different than those in developed countries, which has important implications for climate change communication in India.
2. Title: Geographic Distributions of Extreme Weather Risk Perceptions in the United States
Authors: Jinan N. Allan; Joseph T. Ripberger; Wesley Wehde; Makenzie Krocak; Carol L. Silva; Hank C. Jenkins‐Smith.
Abstract: Weather and climate disasters pose an increasing risk to life and property in the United States. Managing this risk requires objective information about the nature of the threat and subjective information about how people perceive it. Meteorologists and climatologists have a relatively firm grasp of the historical objective risk. For example, we know which parts of the United States are most likely to experience drought, heat waves, flooding, snow or ice storms, tornadoes, and hurricanes. We know less about the geographic distribution of the perceived risks of meteorological events and trends. Do subjective perceptions align with exposure to weather risks? This question is difficult to answer because analysts have yet to develop a comprehensive and spatially consistent methodology for measuring risk perceptions across geographic areas in the United States. In this project, we propose a methodology that uses multilevel regression and poststratification to estimate extreme weather and climate risk perceptions by geographic area (i.e., region, state, forecast area, and county). Then we apply the methodology using data from three national surveys (n = 9,542). This enables us to measure, map, and compare perceptions of risk from multiple weather hazards in geographic areas across the country.
3. Title: Risk Framework for an Organizational System with Major Components
Authors: Shane N. Hall; Mark A. Gallagher; Daniel S. Fenn.
Abstract: Many large organizations accomplish their various functions through interactions across their major components. Components refers to functional entities within a large complex organization, such as business sectors, academic departments, or regional divisions. The dependency between the various components can cause risk to propagate through their overall system. This article presents a risk assessment framework that integrates risk across a diverse set of components to the overall organization functions. This project addresses three major challenges: aggregating risk, estimating component interdependencies including cycles of dependencies, and propagating risk across components. The framework aggregates risk assessments through a value function for severity that is evaluated at the expected outcome of accomplishing planned goals in terms of performance, schedule, and resources. The value function, which represents risk tolerance, scales between defined points corresponding to failure and success. Different risk assessment may be aggregated together. This article presents a novel approach to establishing relationships between the various components. This article develops and compares three network risk propagation models that characterize the overall organizational risk. The U.S. Air Force has applied this risk framework to evaluate success in hypothetical future wars. The analysts employing this risk framework have informed billions of dollars of strategic investment decisions.
4. Title: Explanatory Matrices on the Causes of a Tailing Dam Collapse in Brazil: The (Dis)Articulation of Epistemes
Authors: Juliana Aurora de Oliveira Lopes; Léo Heller.
Abstract: Mining tailing dam ruptures are increasingly common events in South America. Due to their high potential degree for avoidance, they are considered to be technological disasters and often have a considerable impact on local populations and communities, as well as affecting the ecosystem. The failure of the Fundão dam in 2015 in the Brazilian State of Minas Gerais (is) considered one of the largest socioenvironmental disasters in the country's history. Different explanations for the causes of the disaster were put forward by various social actors. This article critically analyzes these discourses through the theoretical‐methodological reference of the social theory of discourse, with the aim of understanding the various discursive contexts of the causes of the breach of the dam. The analysis and understanding of these explanatory matrices suggested that different discourses present different epistemological approaches to the causes of the disaster, related to aspects such as sociohistorical, political, ideological, and asymmetric relations of power. The statements had different emphases, being associated with distinct epistemic positions that were often not in convergence.  Moreover, certain terms and approaches reinforce or minimize processes of vulnerability experienced by the affected populations. These discourses present consents, dissents, and contradictions and when systematically integrated can improve the planning of risk management and broaden the understanding related to technological disaster occurrence.
5. Title: Optimization of Sampling for Monitoring Chemicals in the Food Supply Chain Using a Risk‐Based Approach: The Case of Aflatoxins and Dioxins in the Dutch Dairy Chain
Authors: Z. Wang; H. J. van der Fels‐Klerx; A. G. J. M. Oude Lansink.
Abstract: Food safety monitoring faces the challenge of tackling multiple chemicals along the various stages of the food supply chain. Our study developed a methodology for optimizing sampling for monitoring multiple chemicals along the dairy supply chain. We used a mixed integer nonlinear programming approach to maximize the performance of the sampling in terms of reducing the risk of the potential disability adjusted life years (DALYs) in the population. Decision variables are the number of samples collected and analyzed at each stage of the food chain (feed mills, dairy farms, milk trucks, and dairy processing plants) for each chemical, given a predefined budget. The model was applied to the case of monitoring for aflatoxin B1/M1(AFB1/M1) and dioxins in a hypothetical Dutch dairy supply chain, and results were calculated for various contamination scenarios defined in terms of contamination fraction and concentrations. Considering various monitoring budgets for both chemicals, monitoring for AFB1/M1 showed to be more effective than for dioxins in most of the considered scenarios, because AFB1/M1 could result into more DALYs than dioxins when both chemicals are in same contamination fraction, and costs for analyzing one AFB1/M1 sample are lower than for one dioxins sample. The results suggest that relatively more resources be spent on monitoring AFB1/M1 when both chemicals’ contamination fractions are low; when both contamination fractions are higher, relatively more budget should be addressed to monitoring dioxins.
6. Title: A Simple Toxicokinetic Model Exhibiting Complex Dynamics and Nonlinear Exposure Response
Authors: Robert M. Park
Abstract: Uncertainty in model predictions of exposure response at low exposures is a problem for risk assessment. A particular interest is the internal concentration of an agent in biological systems as a function of external exposure concentrations. Physiologically based pharmacokinetic (PBPK) models permit estimation of internal exposure concentrations in target tissues but most assume that model parameters are either fixed or instantaneously dose‐dependent. Taking into account response times for biological regulatory mechanisms introduces new dynamic behaviors that have implications for low‐dose exposure response in chronic exposure. A simple one‐compartment simulation model is described in which internal concentrations summed over time exhibit significant nonlinearity and nonmonotonicity in relation to external concentrations due to delayed up‐ or downregulation of a metabolic pathway. These behaviors could be the mechanistic basis for homeostasis and for some apparent hormetic effects.
7. Title: Interindividual Variation in Source‐Specific Doses is a Determinant of Health Impacts of Combined Chemical Exposures
Authors: Paul Price
Abstract: All individuals are exposed to multiple chemicals from multiple sources. These combined exposures are a concern because they may cause adverse effects that would not occur from an exposure recieved from any single source. Studies of combined chemical exposures, however, have found that the risks posed by such combined exposures are almost always driven by exposures from a few chemicals and sources and frequently by a single chemical from a single source. Here, a series of computer simulations of combined exposures are used to investigate when multiple sources of chemicals drive the largest risks in a population and when a single chemical from a single source is responsible for the largest risks. The analysis found that combined exposures drive the largest risks when the interindividual variation of source‐specific doses is small, moderate‐to‐high correlations occur between the source‐specific doses, and the number of sources affecting an individual varies across individuals. These findings can be used to identify sources with the greatest potential to cause combined exposures of concern.
8. Title: A Comparative Cancer Risk Evaluation of MTBE and Other Compounds (Including Naturally Occurring Compounds) in Drinking Water in New Hampshire
Authors: Leslie A. Beyer; Grace I. Greenberg; Barbara D. Beck.
Abstract: Methyl tert‐butyl ether (MTBE) was added to gasoline in New Hampshire (NH) between 1995 and 2006 to comply with the oxygenate requirements of the 1990 Amendments to the Clean Air Act. Leaking tanks and spills released MTBE into groundwater, and as a result, MTBE has been detected in drinking water in NH. We conducted a comparative cancer risk assessment and a margin‐of‐safety (MOS) analysis for several constituents, including MTBE, detected in NH drinking water. Using standard risk assessment methods, we calculated cancer risks from exposure to 12 detected volatile organic compounds (VOCs), including MTBE, and to four naturally occurring compounds (i.e., arsenic, radium‐226, radium‐228, and radon‐222) detected in NH public water supplies. We evaluated exposures to a hypothetical resident ingesting the water, dermally contacting the water while showering, and inhaling compounds volatilizing from water in the home. We then compared risk estimates for MTBE to those of the other 15 compounds. From our analysis, we concluded that the high‐end cancer risk from exposure to MTBE in drinking water is lower than the risks from all the other VOCs evaluated and several thousand times lower than the risks from exposure to naturally occurring constituents, including arsenic, radium, and radon. We also conducted an MOS analysis in which we compared toxicological points of departure to the NH maximum contaminant level (MCL) of 13 µg/L. All of the MOSs were greater than or equal to 160,000, indicating a large margin of safety and demonstrating the health‐protectiveness of the NH MCL for MTBE.
9. Title: Protecting from Malware Obfuscation Attacks Through Adversarial Risk Analysis
Authors: Alberto Redondo; David Ríos Insua.
Abstract: Malware constitutes a major global risk affecting millions of users each year. Standard algorithms in detection systems perform insufficiently when dealing with malware passed through obfuscation tools. We illustrate this studying in detail an open source metamorphic software, making use of a hybrid framework to obtain the relevant features from binaries. We then provide an improved alternative solution based on adversarial risk analysis which we illustrate describe with an example.
10. Title: Analyzing Collision, Grounding, and Sinking Accidents Occurring in the Black Sea Utilizing HFACS and Bayesian Networks
Authors: Özkan Uğurlu; Serdar Yıldız; Sean Loughney; Jin Wang; Shota Kuntchulia; Irakli Sharabidze.
Abstract: This study examines and analyzes marine accidents that have occurred over the past 20 years in the Black Sea. Geographic information system, human factor analysis and classification system (HFACS), and Bayesian network models are used to analyze the marine accidents. The most important feature distinguishing this study from other studies is that this is the first study to analyze accidents that have occurred across the whole Black Sea. Another important feature is the application of a new HFACS structure to reveal accident formation patterns. The results of this study indicate that accidents occurred in high concentrations in coastal regions of the Black Sea, especially in the Kerch Strait, Novorossiysk, Kilyos, Constanta, Riva, and Batumi regions. The formation of grounding and sinking accidents has been found to be similar in nature; the use of inland and old vessels has been highlighted as important factors in sinking and grounding incidents. However, the sequence of events leading to collision‐contact accidents differs from the sequence of events resulting in grounding and sinking accidents. This study aims to provide information to the maritime industry regarding the occurrence of maritime incidents in the Black Sea, in order to assist with reduction and prevention of the marine accidents.
11. Title: Fighting the Curse of Sparsity: Probabilistic Sensitivity Measures from Cumulative Distribution Functions
Authors: Elmar Plischke; Emanuele Borgonovo.
Abstract: Quantitative models support investigators in several risk analysis applications. The calculation of sensitivity measures is an integral part of this analysis. However, it becomes a computationally challenging task, especially when the number of model inputs is large and the model output is spread over orders of magnitude. We introduce and test a new method for the estimation of global sensitivity measures. The new method relies on the intuition of exploiting the empirical cumulative distribution function of the simulator output. This choice allows the estimators of global sensitivity measures to be based on numbers between 0 and 1, thus fighting the curse of sparsity. For density‐based sensitivity measures, we devise an approach based on moving averages that bypasses kernel‐density estimation. We compare the new method to approaches for calculating popular risk analysis global sensitivity measures as well as to approaches for computing dependence measures gathering increasing interest in the machine learning and statistics literature (the Hilbert–Schmidt independence criterion and distance covariance). The comparison involves also the number of operations needed to obtain the estimates, an aspect often neglected in global sensitivity studies. We let the estimators undergo several tests, first with the wing‐weight test case, then with a computationally challenging code with up to k = 30 , 000 inputs, and finally with the traditional Level E benchmark code.
12. Title: Health Risk, Inequality Indexes, and Environmental Justice
Authors: Glenn Sheriff; Kelly B. Maguire.
Abstract: Inequality indexes have long been used to analyze distributions of income. Studies have recently begun to use these tools to evaluate the equity of distributions of environmental harm. In response, issues have been raised regarding the appropriateness of using income‐based measures in the context of undesirable outcomes. We begin from first principles, identifying a theoretical preference structure under which income‐based tools can be appropriate for ranking distributions of “bads.” While some critiques of existing applications are valid, they are not a justification for rejecting the approach altogether. Instead, we show how standard income‐based measures can be adjusted to accommodate bad outcomes. Rather than inequality indexes, we argue that equally distributed equivalents (EDEs) are well‐suited for this purpose since they account for levels and dispersion of outcome distributions. The Kolm–Pollak EDE is particularly useful, having the advantage of consistently evaluating both bads and their complementary goods (e.g., mortality risk and survival probability). As an illustration, we show how these tools can inform an environmental justice analysis of a proposed Environmental Protection Agency (EPA) rule addressing indoor air pollution.
13. Title: Postdisaster Housing Stages: A Markov Chain Approach to Model Sequences and Duration Based on Social Vulnerability
Authors: Elaina J. Sutley; Sara Hamideh.
Abstract: Housing recovery is an unequal and complex process presumed to occur in four stages: emergency shelter, temporary shelter, temporary housing, and permanent housing. This work questions the four‐stage typology and examines how different types of shelter align with multiple housing recovery stages given different levels of social vulnerability. This article also presents a Markov chain model of the postdisaster housing recovery process that focuses on the experience of the household. The model predicts the sequence and timing of a household going through housing recovery, capturing households that end in either permanent housing or a fifth possible stage of failure. The probability of a household transitioning through the stages is computed using a transition probability matrix (TPM). The TPM is assembled using proposed transition probability models that vary with the social vulnerability of the household. Monte Carlo techniques are applied to demonstrate the range of sequences and timing that households experience going through the housing recovery process. A set of computational rules are established for sending a household to the fifth stage, representing a household languishing in unstable housing. This predictive model is exemplified on a virtual community, Centerville, where following a severe earthquake scenario, differences in housing recovery times exceed four years. The Centerville analysis results in nearly 5% of households languishing in unstable housing, thereby failing to reach housing recovery. These findings highlight the disparate trajectories experienced by households with different levels of social vulnerability. Recommendations are provided at the end for more equitable postdisaster recovery policies.
