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1. Title: A Dominance‐Based Rough Set Approach for an Enhanced Assessment of Seasonal Influenza Risk
Authors: Fatima‐Zohra Younsi, Salem Chakhar, Alessio Ishizaka, Djamila Hamdadou, Omar Boussaid
Abstract: Accounting for about 290,000–650,000 deaths across the globe, seasonal influenza is estimated by the World Health Organization to be a major cause of mortality. Hence, there is a need for a reliable and robust epidemiological surveillance decision‐making system to understand and combat this epidemic disease. In a previous study, the authors proposed a decision support system to fight against seasonal influenza. This system is composed of three subsystems: (i) modeling and simulation, (ii) data warehousing, and (iii) analysis. The analysis subsystem relies on spatial online analytical processing (S‐OLAP) technology. Although the S‐OLAP technology is useful in analyzing multidimensional spatial data sets, it cannot take into account the inherent multicriteria nature of seasonal influenza risk assessment by itself. Therefore, the objective of this article is to extend the existing decision support system by adding advanced multicriteria analysis capabilities for enhanced seasonal influenza risk assessment and monitoring. Bearing in mind the characteristics of the decision problem considered in this article, a well‐known multicriteria classification method, the dominance‐based rough set approach (DRSA), was selected to boost the existing decision support system. Combining the S‐OLAP technology and the multicriteria classification method DRSA in the same decision support system will largely improve and extend the scope of analysis capabilities. The extended decision support system has been validated by its application to assess seasonal influenza risk in the northwest region of Algeria.
2. Title: Healthcare Professionals Risk Assessments for Alert Overrides in High‐Risk IV Infusions Using Simulated Scenarios 
Authors: Wan‐Ting K. Su, Mark R. Lehto, Dan D. Degnan, Yuehwern Yih, Vincent G. Duffy, Poching DeLaurentis
Abstract: This study aimed to use healthcare professionals’ assessments to calculate expected risk of intravenous (IV) infusion harm for simulated high‐risk medications that exceed soft limits and to investigate the impact of relevant risk factors. We designed 30 infusion scenarios for four high‐risk medications, propofol, morphine, insulin, and heparin, infused in adult intensive care unit (AICU) and adult medical and surgical care unit (AMSU). A total of 20 pharmacists and 5 nurses provided their assessed expected risk of harm in each scenario. Descriptive statistics, analysis of variance with least square mean, and post hoc test were conducted to test the effects of field limit type, soft (SoftMax), and hard maximum drug limit types (HardMax), and care area‐medication combination on risk of harm. The results showed that overdosing scenarios with continuous and bolus dose limit types were assessed with significantly higher risks than those of bolus dose rate type. An overdose infusion in AICU over a large SoftMax was assessed to be of higher risk than over a small one, but not in AMSU. For overdose infusions with three levels of drug amount, greater drug amount in AICU and AMSU was assessed to have higher risk, except insignificant risk difference between the infusions with higher and moderate drug amount in AMSU. This study obtained expected risk for simulated high‐risk IV infusions and found that different field limit and SoftMax types can affect expected risk based on healthcare professionals’ perspectives. The findings will be regarded as benchmarks for validating risk quantification models in future research. 
3. Title: A Method for Comparing the Impact on Carcinogenicity of Tobacco Products: A Case Study on Heated Tobacco Versus Cigarettes 
Authors: Wout Slob, Lya G. Soeteman‐Hernández, Wieneke Bil, Yvonne C.M. Staal, W. Edryd Stephens, Reinskje Talhout  
Abstract: Comparing the harmful health effects related to two different tobacco products by applying common risk assessment methods to each individual compound is problematic. We developed a method that circumvents some of these problems by focusing on the change in cumulative exposure (CCE) of the compounds emitted by the two products considered. The method consists of six steps. The first three steps encompass dose‐response analysis of cancer data, resulting in relative potency factors with confidence intervals. The fourth step evaluates emission data, resulting in confidence intervals for the expected emission of each compound. The fifth step calculates the change in CCE, probabilistically, resulting in an uncertainty range for the CCE. The sixth step estimates the associated health impact by combining the CCE with relevant dose‐response information. As an illustrative case study, we applied the method to eight carcinogens occurring both in the emissions of heated tobacco products (HTPs), a novel class of tobacco products, and tobacco smoke. The CCE was estimated to be 10‐ to 25‐fold lower when using HTPs instead of cigarettes. Such a change indicates a substantially smaller reduction in expected life span, based on available dose‐response information in smokers. However, this is a preliminary conclusion, as only eight carcinogens were considered so far. Furthermore, an unfavorable health impact related to HTPs remains as compared to complete abstinence. Our method results in useful information that may help policy makers in better understanding the potential health impact of new tobacco and related products. A similar approach can be used to compare the carcinogenicity of other mixtures. 
4. Title: A Predictive Model for Survival of Escherichia coli O157:H7 and Generic E. coli in Soil Amended with Untreated Animal Manure
Authors: Hao Pang, Amir Mokhtari, Yuhuan Chen, David Oryang, David T. Ingram, Manan Sharma, Patricia D. Millner, Jane M. Van Doren  
Abstract: This study aimed at developing a predictive model that captures the influences of a variety of agricultural and environmental variables and is able to predict the concentrations of enteric bacteria in soil amended with untreated Biological Soil Amendments of Animal Origin (BSAAO) under dynamic conditions. We developed and validated a Random Forest model using data from a longitudinal field study conducted in mid‐Atlantic United States investigating the survival of Escherichia coli O157:H7 and generic E. coli in soils amended with untreated dairy manure, horse manure, or poultry litter. Amendment type, days of rain since the previous sampling day, and soil moisture content were identified as the most influential agricultural and environmental variables impacting concentrations of viable E. coli O157:H7 and generic E. coli recovered from amended soils. Our model results also indicated that E. coli O157:H7 and generic E. coli declined at similar rates in amended soils under dynamic field conditions. The Random Forest model accurately predicted changes in viable E. coli concentrations over time under different agricultural and environmental conditions. Our model also accurately characterized the variability of E. coli concentration in amended soil over time by providing upper and lower prediction bound estimates. Cross‐validation results indicated that our model can be potentially generalized to other geographic regions and incorporated into a risk assessment for evaluating the risks associated with application of untreated BSAAO. Our model can be validated for other regions and predictive performance also can be enhanced when data sets from additional geographic regions become available. 
5. Title: Understanding the Ecological Validity of Relying Practice as a Basis for Risk Identification 
Authors: T. Anderson, J. S. Busby, M. Rouncefield  
Abstract: Understanding the reliability of hazardous organizations and their protective systems is central to understanding the risk they produce. Work on “high reliability organization” has done much to illuminate the conditions in which social organization becomes reliable in highly demanding conditions. But risk depends just as much on how relying entities do their relying as it does on the reliability of the entities they rely on. Patterns of relying are often opaque in sociotechnical systems, and processes of relying and being relied on are mutually influencing in complex ways, so the relationship between relying and risk may not be at all obvious. This study was an attempt to study relying as a social practice, in particular analyzing how it had ecological validity in a social organization—how practice was responsive to the conditions in which it took place. This involved observational fieldwork and inductive, qualitative analysis on an offshore oil and gas production platform that was nearing the end of its design life and undergoing refurbishment. The analysis produced four main categories of ecological validity: responsiveness to formal organization, responsiveness to situational contingency, responsiveness to information asymmetry, and responsiveness to sociomateriality. This ecological validity of relying practice should be a primary focus of risk identification, assessing how relying can become mismatched to reliability in certain ways, both when relying practice is responsive to circumstances and when it is not. 

6. Title: Flood Risk Assessment and Regionalization from Past and Future Perspectives at Basin Scale 
Authors: Chengguang Lai, Xiaohong Chen, Zhaoli Wang, Haijun Yu, Xiaoyan Bai  
Abstract: Flooding is a major natural disaster that has brought tremendous losses to mankind throughout the ages. Even so, floods can be controlled by appropriate measures to minimize loss and damage. Flood risk assessment is an essential analytic step in preventing floods and reducing losses. Identifying previous flood risk and predicting future features are conducive to understanding the changing patterns and laws of flood risk. Taking the Dongjiang River basin as a study case, we assessed and regionalized flood risk in 1990, 2000, and 2010 from the past perspective and explored dynamic expansion during 1990–2010. Then, we projected land‐use type, population, and gross domestic product in 2030 and 2050 and finally assessed and regionalized the risk from a future perspective. Results show that areas with very high risk accounted for 14.98–18.08% during 1990–2010; approximately 13.90% areas of the basin transformed from lower‐level risk to higher‐level risk whereas 9.07% fell from a higher level to a lower level during the period. For the future scenario, areas with very high and high risk in 2030 and 2050 are expected to account for 21.55% and 24.84%, respectively. Generally, our study can better identify changes in flood risk at a spatial scale and reveal the dynamic evolution rule, which provides a synthetical means of flood prevention and reduction, flood insurance, urban planning, and water resource management in the future under global climate change, especially for developing or high‐speed urbanization regions. 

7. Title: Evaluating Lightning‐Caused Fire Occurrence Using Spatial Generalized Additive Models: A Case Study in Central Spain 
Authors: José Ramón, Rodríguez‐Pérez, Celestino Ordóñez, Javier Roca‐Pardiñas, Daniel Vecín‐Arias, Fernando Castedo‐Dorado  
Abstract: It is widely accepted that the relationship between lightning wildfire occurrence and its influencing factors vary depending on the spatial scale of analysis, making the development of models at the regional scale advisable. In this study, we analyze the effects of different biophysical variables and lightning characteristics on lightning‐caused forest wildfires in Castilla y León region (Central Spain). The presence/absence of at least one lightning‐caused fire in any 4 × 4‐km grid cell was used as a dependent variable and vegetation type and structure, terrain, climate, and lightning characteristics were used as possible covariates. Five prediction methods were compared: a generalized linear model (GLM), a random forest model (RFM), a generalized additive model (GAM), a GAM that includes a spatial trend function (GAMs) and a spatial autoregressive model (AUREG). A GAMs with just one covariate, apart from longitude and latitude for each observation included as a combined effect, was considered the most appropriate model in terms of both predictive ability and simplicity. According to our results, the probability of a forest being affected by a lightning‐caused fire is positively and nonlinearly associated with the percentage of coniferous woodlands in the landscape, suggesting that occurrence is more closely associated with vegetation type than with topography, climate, or lightning characteristics. The selected GAMs is intended to inform the Regional Government of Castilla y León (the fire and fuel agency in the region) regarding identification of areas at greatest risk so it can design long‐term forest fuel and fire management strategies.
8. Title: Big Data and Predictive Analytics in Fire Risk Using Weather Data 
Authors: Puneet Agarwal, Junlin Tang, Adithya Narayanan Lakshmi Narayanan, Jun Zhuang
Abstract: The objective of this article is to study the impact of weather on the damage caused by fire incidents across the United States. The article uses two sets of big data—‐fire incidents data from the National Fire Incident Reporting System (NFIRS) and weather data from the National Oceanic and Atmospheric Administration (NOAA)—to obtain a single comprehensive data set for prediction and analysis of fire risk. In the article, the loss is referred to as “Total Percent Loss,” a metric that is calculated based on the content and property loss incurred by an owner over the total value of content and property. Gradient boosting tree (GBT), a machine learning algorithm, is implemented on the processed data to predict the losses due to fire incidents. An R2 value of 0.933 and mean squared error (MSE) of 124.641 out of 10,000 signify the extent of high predictive accuracy obtained by implementing the GBT model. In addition to this, an excellent predictive performance demonstrated by the GBT model is further validated by a strong fitting between the predicted loss and the actual loss for the test data set, with an R2 value of 0.97. While analyzing the influence of each input variable on the output, it is observed that the state in which a fire incident takes place plays a major role in determining fire risk. This article provides useful insights to fire managers and researchers in the form of a detailed framework of big data and predictive analytics for effective management of fire risk. 
9. Title: Insights into Flood Risk Misperceptions of Homeowners in the Dutch River Delta 
Authors: Jantsje M. Mol, W. J. Wouter Botzen, Julia E. Blasch, Hans de Moel  
Abstract: Flooding is one of the most significant natural disasters worldwide. Nevertheless, voluntary take‐up of individual damage reduction measures is low. A potential explanation is that flood risk perceptions of individual homeowners are below objective estimates of flood risk, which may imply that they underestimate the flood risk and the damage that can be avoided by damage reduction measures. The aim of this article is to assess possible flood risk misperceptions of floodplain residents in the Netherlands, and to offer insights into factors that are related with under‐ or overestimation of perceived flood risk. We analyzed survey data of 1,848 homeowners in the Dutch river delta and examine how perceptions of flood probability and damage relate to objective risk assessments, such as safety standards of dikes, as well as heuristics, including the availability heuristic and the affect heuristic. Results show that many Dutch floodplain inhabitants significantly overestimate the probability, but underestimate the maximum expected water level of a flood. We further observe that many respondents apply the availability heuristic. 

10. Title: Evaluating the Perceived Efficacy of Randomized Security Measures at Airports
Authors: Tamara Stotz, Angela Bearth, Signe Maria Ghelfi, Michael Siegrist  
Abstract: Both the increase in traveler numbers and the heightened threat posed by terrorism in recent years represent significant challenges to airport security measures. To ensure that a high level of security is maintained, randomized security checks have been proposed as a promising alternative to traditional security approaches. The use of randomized checks means that only a specific number of people are selected for security screening. However, the likely effects of such a change in security procedures on travelers’ security perceptions and on the deterrence of criminal activities remain unclear. Thus, the present study examines how varying the percentage of people screened during security checks influences people's security perceptions. In two online experiments, the participants were asked to imagine that they sought to smuggle an explosive dummy past an airport security check. The only information provided was the number of people screened during security checks, which was manipulated between‐subjects in the first experiment and within‐subjects in the second experiment. The participants then had to rate their security perception (i.e., the perceived likelihood of successfully smuggling the explosive dummy). The findings show that people perceive traditional security checks to be safer than randomized checks, irrespective of whether 90% or 30% of people are screened. Hence, if randomized security checks would indeed be implemented, it would automatically lead to a decreased perception of security. Furthermore, this decreased security perception might lead to an actual reduction in security, as the deterrence of criminal activities could also be reduced. 
11. Title: An Attacker–defender Resource Allocation Game with Substitution and Complementary Effects 
Authors: Ridwan Al Aziz, Meilin He, Jun Zhuang
Abstract: The United States is funding homeland security programs with a large budget (e.g., 74.4 billion for FY 2019). A number of game‐theoretic defender–attacker models have been developed to study the optimal defense resource allocation strategies for the government (defender) against the strategic adversary (attacker). However, to the best of our knowledge, the substitution or complementary effects between different types of defensive resources (e.g., human resource, land resource, and capital resource) have not been taken into consideration even though they exist in practice. The article fills this gap by studying a sequential game‐theoretical resource allocation model and then exploring how the joint effectiveness of multiple security investments influences the defensive budget allocation among multiple potential targets. Three false belief models have been developed in which only the defender, only the attacker, and both the defender and attacker hold false beliefs about the joint effectiveness of resources. Regression analysis shows that there are significant substitution effects between human and capital resources. The results show that the defender will suffer a higher loss if he fails to consider the substitution or complementary effects. Interestingly, if the attacker holds a false belief while the defender does not, the defender will suffer an even higher loss, especially when the resources are substitutes. However, if both the attacker and defender hold false beliefs, there will be lower loss when resources are complementary. The results also show that the defender should allocate the highly effective resource when the resources substitute each other. This article provides some new insights to the homeland security resource allocation. 
