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1. Title: Systemic Cyber Risk and Aggregate Impacts 
Authors: Jonathan W. Welburn, Aaron M. Strong
Abstract: With some of the largest cyber attacks occurring in recent years—from 2010 to 2019—we are only beginning to understand the full extent of cyber risk. As businesses grapple with the risks of cyber-incidents and their imperfect ability to prevent them, attention has shifted toward risk management and insurance. While there have been efforts to understand the costs of cyber attacks, the systemic risk—a result of risks spreading across interdependent systems—associated with cyber attacks remains a critical and problem in need of further study. We contribute a theoretical framework that describes systemic cyber risk as the result of cascading, common cause, or independent failures following a cyber incident. We construct a quantitative model of cascading failures to estimate the potential economic damage associated with a given cyber incident. We present an interdisciplinary approach for extending standard sector-level input–output analyses to the cyber domain, which has not been done. We estimate the aggregate losses associated with firm-level incidents, a contribution to risk analysis and computational economic modeling. We use this model to estimate the impact of potential cyber incidents and compare model results to a case with known damages. Finally, we use the model of systemic cyber failure to consider the implications on the growing cyber insurance market and the need for broader cyber policy. While we discuss the topic of systemic cyber risk, our contribution of using I/O analysis to estimate the aggregate losses from firm-level incidents is applicable across a variety of risk analysis applications from environment to health.
2. Title: The Work-Averse Cyberattacker Model: Theory and Evidence from Two Million Attack Signatures
Authors: Luca Allodi, Fabio Massacci, Julian Williams 
Abstract: The assumption that a cyberattacker will potentially exploit all present vulnerabilities drives most modern cyber risk management practices and the corresponding security investments. We propose a new attacker model, based on dynamic optimization, where we demonstrate that large, initial, fixed costs of exploit development induce attackers to delay implementation and deployment of exploits of vulnerabilities. The theoretical model predicts that mass attackers will preferably (i) exploit only one vulnerability per software version, (ii) largely include only vulnerabilities requiring low attack complexity, and (iii) be slow at trying to weaponize new vulnerabilities . These predictions are empirically validated on a large data set of observed massed attacks launched against a large collection of information systems. Findings in this article allow cyber risk managers to better concentrate their efforts for vulnerability management, and set a new theoretical and empirical basis for further research defining attacker (offensive) processes. 
3. Title: Defining Cyber Security and Cyber Security Risk within a Multidisciplinary Context using Expert Elicitation 
Authors: Mariana G. Cains, Liberty Flora, Danica Taber, Zoe King, Diane S. Henshel 
Abstract: It is important to have and use standardized terminology and develop a comprehensive common understanding of what is meant by cyber security and cyber security risk given the multidisciplinary nature of cyber security and the pervasiveness of cyber security concerns throughout society. Using expert elicitation methods, collaborating cyber researchers from multiple disciplines and two sectors (academia, government–military) were individually interviewed and asked to define cyber security and cyber security risk. Data-driven thematic analysis was used to identify the most salient themes within each definition, sector, and cyber expert group as a whole with results compared to current standards definitions. Network analysis was employed to visualize the interconnection of salient themes within and across sectors and disciplines. When examined as a whole group, “context-driven,” “resilient system functionality,” and “maintenance of CIA (confidentiality, integrity, availability)” were the most salient themes and influential network nodes for the definition of cyber security, while “impacts of CIA vulnerabilities,” “probabilities of outcomes,” and “context-driven” were the most salient themes for cyber security risk. We used this expert elicitation process to develop comprehensive definitions of cyber security (cybersecurity) and cyber security risk that encompass the contextual frameworks of all the disciplines represented in the collaboration and explicitly incorporates human factors as significant cyber security risk factors. 
4. Title: Disaster Recovery Communication in the Digital Era: Social Media and the 2016 Southern Louisiana Flood 
Authors: Jungwon Yeo, Claire Connolly Knox, Qian Hu
Abstract: This study explores disaster recovery communication in the digital era. In particular, this study analyzes Twitter communication data corresponding to the 2016 Southern Louisiana flood recovery process and examines patterns and characteristics of long-term recovery communication. Based on network and sentiment analyses of the longitudinal Twitter data, the study identifies the dynamic changes in participants’ numbers, dominant voices, and sentiments in social media communication during the long-term recovery process. From the additional content analysis of relevant news articles, in-depth contextual information is provided to support and supplement the findings. Findings show the weaning communication volume during the recovery phase, lacking local voices over the long-term recovery communication process, and prolonging negative sentiments over the recovery period. Based on the findings, the authors provide implications highlighting the need for investing in long-term recovery communication, better utilizing information from social media, and supporting local voices during disaster recovery. 
5. Title: Social Cohesion: Mitigating Societal Risk in Case Studies of Digital Media in Hurricanes Harvey, Irma, and Maria 
Authors: Gabriela Gongora-Svartzman, Jose E. Ramirez-Marquez 
Abstract: Natural disasters affect thousands of communities every year, leaving behind human losses, billions of dollars in rebuilding efforts, and psychological affectation in survivors. How fast a community recovers from a disaster or even how well a community can mitigate risk from disasters depends on how resilient that community is. One main factor that influences communities' resilience is how a community comes together in times of need. Social cohesion is considered to be“the glue that holds society together, which can be better examined in a critical situation. There is no consensus on measuring social cohesion, but recent literature indicates that social media communications and communities play an essential role in today's disaster mitigation strategies.This research explores how to quantify social cohesion through social media outlets during disasters. The approach involves combining and implementing text processing techniques and graph network analysis to understand the relationships between nine different types of participants during hurricanes Harvey, Irma, and Maria. Visualizations are employed to illustrate these connections, their evolution before, during, and after disasters, and the degree of social cohesion throughout their timeline. The proposed measurement of social cohesion through social media networks presented in this work can provide future risk management and disaster mitigation policies. This social cohesion measure identifies the types of actors in a social network and how this network varies daily. Therefore, decisionmakers could use this measure to release strategic communication before, during, and after a disaster strikes, thus providing relevant information to people in need. 
6. Title: Lies, Damned Lies, and Social Media Following Extreme Events
Authors: Katie Byrd, Richard S. John 
Abstract: With the increased use of social media in crisis communication following extreme events, it is important to understand how the public distinguishes between true and false information. A U.S. adult sample (N = 588) was presented 20 actual social media posts following a natural disaster or soft-target terrorist attack in the United States. In this study, social media posts are conceptualized as truth signals with varying strengths, either above or below each individual's threshold for believing the post is true. Optimally, thresholds should be contingent on the (incentivized) error penalties and base-rate of true posts, both of which were manipulated. Separate receiver operating characteristic (ROC) analyses indicate that participants performed slightly better than chance for natural disasters and moderately better than chance for terror attacks. While the pooled thresholds are ordinally consistent with the base-rate and error penalty manipulations, they are underadjusted compared to the optimal thresholds. After accounting for demographic and cognitive variables, the base-rate manipulation significantly predicted sensitivity, specificity, and true response rates in the expected direction for both content domains, while the error penalty manipulation had no significant effect in either domain. Self-identified political conservatives performed worse at classifying false content as false for natural disasters, but better for terror attacks. 
7. Title: Monitoring Misinformation on Twitter During Crisis Events: A Machine Learning Approach 
Authors: Kyle Hunt, Puneet Agarwal, Jun Zhuang
Abstract: Social media has been increasingly utilized to spread breaking news and risk communications during disasters of all magnitudes. Unfortunately, due to the unmoderated nature of social media platforms such as Twitter, rumors and misinformation are able to propagate widely. Given this, a surfeit of research has studied false rumor diffusion on Twitter, especially during natural disasters. Within this domain, studies have also focused on the misinformation control efforts from government organizations and other major agencies. A prodigious gap in research exists in studying the monitoring of misinformation on social media platforms in times of disasters and other crisis events. Such studies would offer organizations and agencies new tools and ideologies to monitor misinformation on platforms such as Twitter, and make informed decisions on whether or not to use their resources in order to debunk. In this work, we fill the research gap by developing a machine learning framework to predict the veracity of tweets that are spread during crisis events. The tweets are tracked based on the veracity of their content as either true, false, or neutral. We conduct four separate studies, and the results suggest that our framework is capable of tracking multiple cases of misinformation simultaneously, with scores exceeding 87%. In the case of tracking a single case of misinformation, our framework reaches an score of 83%. We collect and drive the algorithms with 15,952 misinformation-related tweets from the Boston Marathon bombing (2013), Manchester Arena bombing (2017), Hurricane Harvey (2017), Hurricane Irma (2017), and the Hawaii ballistic missile false alert (2018). This article provides novel insights on how to efficiently monitor misinformation that is spread during disasters.
8. Title: Text Mining Approaches for Postmarket Food Safety Surveillance Using Online Media
Authors: David M. Goldberg, Samee Khan, Nohel Zaman, Richard J. Gruss, Alan S. Abrahams
Abstract: Food contamination and food poisoning pose enormous risks to consumers across the world. As discussions of consumer experiences have spread through online media, we propose the use of text mining to rapidly screen online media for mentions of food safety hazards. We compile a large data set of labeled consumer posts spanning two major websites. Utilizing text mining and supervised machine learning, we identify unique words and phrases in online posts that identify consumers’ interactions with hazardous food products. We compare our methods to traditional sentiment-based text mining. We assess performance in a high-volume setting, utilizing a data set of over 4 million online reviews. Our methods were 77–90% accurate in top-ranking reviews, while sentiment analysis was just 11–26% accurate. Moreover, we aggregate review-level results to make product-level risk assessments. A panel of 21 food safety experts assessed our model's hazard-flagged products to exhibit substantially higher risk than baseline products. We suggest the use of these tools to profile food items and assess risk, building a postmarket decision support system to identify hazardous food products. Our research contributes to the literature and practice by providing practical and inexpensive means for rapidly monitoring food safety in real time. 

9. Title: Blame Attribution Asymmetry in Human–Automation Cooperation
Authors: Peng Liu, Yong Du 
Abstract: Human–automation cooperation has become ubiquitous. In this concept, automation refers to autonomous machines, robots, artificial intelligence, and other autonomous nonhuman agents. A human driver will share control of semiautonomous vehicles (semi-AVs) with an automated system and thus share responsibility for crashes caused by semi-AVs. Research has not clarified whether and why people would attribute different levels of blame and responsibility to automation (and its creators) and its human counterpart when each causes an equivalent crash. We conducted four experiments in two studies (total N = 1,045) to measure different responses (e.g., severity and acceptability judgment, blame and responsibility attribution, compensation judgment) to hypothetical crashes that are caused by the human or the automation in semi-AVs. The results provided previously unidentified evidence of a bias, which we called the “blame attribution asymmetry,” a tendency that people will judge the automation-caused crash more harshly, ascribe more blame and responsibility to automation and its creators, and think the victim in this crash should be compensated more. This asymmetry arises in part because of the higher negative affect triggered by the automation-caused crash. This bias has a direct policy implication: a policy allowing “not-safe enough” semi-AVs on roads could backfire, because these AVs will lead to many traffic crashes, which might in turn produce greater psychological costs and deter more people from adopting them. Other theoretical and policy implications of our findings were also discussed. 
10. Title: Privacy Accountability and Penalties for IoT Firms
Authors: Francesco Ciardiello, Andrea Di Liddo 
Abstract: Internet of things (IoT) business partnership are formed by technological partners and traditional manufacturers. IoT sensors and devices capture data from manufacturers' products. Data enforce product/service innovation thanks to data sharing among companies. However, data sharing among firms increases the risk of data breaches. The latter is due to two phenomena: information linkage and privacy interdependency. Data Protection Authorities (DPA) protect data users' rights and fine firms if there is an infringement of privacy laws. DPA sanction the responsible for the infringement of privacy laws. We present two different business scenarios: the first occurs when each firm is a data owner; the second occurs when only the manufacturer is the data owner. For both scenarios, we present two fair penalty schemes that suggest the following: total amount of the fine; and how to share the fine among participants. Penalties critically vary at how innovation networks are structured in IoT industries. Our penalties provide incentives to data sharing since they redistribute firms' responsibility against data breaches. Our penalties may mitigate the risk on the manufacturer if is the unique responsible for data handling. 
11. Title: When Outcomes are not Enough: An Examination of Abductive and Deductive Logical Approaches to Risk Analysis in Aviation 
Authors: Matthew Stogsdill
Abstract: While airlines generate massive amounts of operational data every year, the ability to use the collected material to improve safety has begun to plateau. With the increasing demand for air travel, the aviation industry is continually growing while simultaneously being required to ensure the level of safety within the system remains constant. The purpose of this article is to explore whether the traditional analysis methods that have historically made aviation ultra-safe have reached their theoretical limits or merely practical ones. This analysis argues that the underlying logic governing the traditional (and current) approaches to assess safety and risk within aviation (and other safety critical systems) is abductive and therefore focused on creating explanations rather than predictions. While the current “fly-fix-fly” approach has, and will continue to be, instrumental in improving what (clearly) fails, alternative methods are needed to determine if a specific operation is more or less risky than others. As the system grows, so too does the number of ways it can fail, creating the possibility that more novel accidents may occur. The article concludes by proposing an alternative approach that explicitly adds temporality to the concepts of safety and risk. With this addition, a deductive analysis approach can be adopted which, while low in explanatory power, can be used to create predictions that are not bound to analyzing only outcomes that have occurred in the past but instead focuses on determining the deviation magnitude between the operation under analysis and historically commensurate operations. 
12. Title: Development of a Metric Concept that Differentiates Between Normal and Abnormal Operational Aviation Data
Authors: Matthew Stogsdill, Daniele Baranzini, Pernilla Ulfvengren 
Abstract: There is a strong and growing interest in using the large amount of high-quality operational data available within an airline. One reason for this is the push by regulators to use data to demonstrate safety performance by monitoring the outputs of Safety Performance Indicators relative to targeted goals. However, the current exceedance-based approaches alone do not provide sufficient operational risk information to support managers and operators making proximate real-time data-driven decisions. The purpose of this study was to develop and test a set of metrics which can complement the current exceedance-based methods. The approach was to develop two construct variables that were designed with the aim to: (1) create an aggregate construct variable that can differentiate between normal and abnormal landings (row_mean); and (2) determine if temporal sequence patterns can be detected within the data set that can differentiate between the two landing groups (row_sequence). To assess the differentiation ability of the aggregate constructs, a set of both statistical and visual tests were run in order to detect quantitative and qualitative differences between the data series representing two landing groups prior to touchdown. The result, verified with a time series k-means cluster analysis, show that the composite constructs seem to differentiate normal and abnormal landings by capturing time-varying importance of individual variables in the final 300 seconds before touchdown. Together the approaches discussed in this article present an interesting and complementary way forward that should be further pursued. 
13. Title: Quantifying the impact of environment factors on the risk of medical responders’ stress-related absenteeism
Authors: Mario P. Brito, Zhiyin Chen, James Wise, Simon Mortimore 
Abstract: Medical emergency response staff are exposed to incidents which may involve high-acuity patients or some intractable or traumatic situations. Previous studies on emergency response staff stress-related absence have focused on perceived factors and their impacts on absence leave. To date, analytical models on absenteeism risk prediction use past absenteeism to predict risk of future absenteeism. We show that these approaches ignore environment data, such as stress factors. The increased use of digital systems in emergency services allows us to gather data that were not available in the past and to apply a data-driven approach to quantify the effect of environment variables on the risk of stress-related absenteeism.

We propose a two-stage data-driven framework to identify the variables of importance and to quantify their impact on medical staff stress-related risk of absenteeism. First, machine learning techniques are applied to identify the importance of different stressors on staff stress-related risk of absenteeism. Second, the Cox proportional-hazards model is applied to estimate the relative risk of each stressor. Four significant stressors are identified, these are the average night shift, past stress leave, the squared term of death confirmed by the Emergency Services and completion of the safeguarding form. We discuss counterintuitive results and implications to policy. 

14. Title: Analyzing Risk of Service Failures in Heavy Haul Rail Lines: A Hybrid Approach for Imbalanced Data 
Authors: Faeze Ghofrani, Hongyue Sun, Qing He
Abstract: An incident in which a rail defect of size over a threshold value is noticed and the track is taken out of service is known as a service failure. This article aims at building accurate prediction models with binary outcome for risk of service failures on heavy haul rail segments. An analysis of the factors that influence the risk of a service failure is conducted and quantitative models are developed to predict locations where service failures are most likely to occur until the next inspection. To this end, data are collected from a Class I U.S. Railroads for six years from 2011 to 2016. Four prediction models (i.e., logistic regression, decision tree, multilayer perceptron, and gradient boosting classifier) are implemented and their results are compared. To account for the imbalanced classes between the normal operation and service failure, two treatments have been used including undersampling and oversampling. To improve the model performance, the parameters of each method are tuned using random search hyperparameter optimization. Later, bootstrap aggregation (or bagging) is incorporated into each method. The findings of the study show that the prediction performance is the highest when using bagging and oversampling as treatments with gradient boosting method. It was also identified that gross tonnage, presence of geometry defects, ambient temperature, segment length, and rail defect presence are the most important factors for predicting the risk of service failures. The results of this study are useful for railroads to develop effective strategies for rail inspections, preventive maintenance, and capital planning. 

15. Title: Social Network Analytics for Supervised Fraud Detection in Insurance 
Authors: María Óskarsdóttir, Waqas Ahmed, Katrien Antonio, Bart Baesens, Rémi Dendievel, Tom Donas, Tom Reynkens 
Abstract: Insurance fraud occurs when policyholders file claims that are exaggerated or based on intentional damages. This contribution develops a fraud detection strategy by extracting insightful information from the social network of a claim. First, we construct a network by linking claims with all their involved parties, including the policyholders, brokers, experts, and garages. Next, we establish fraud as a social phenomenon in the network and use the BiRank algorithm with a fraud-specific query vector to compute a fraud score for each claim. From the network, we extract features related to the fraud scores as well as the claims' neighborhood structure. Finally, we combine these network features with the claim-specific features and build a supervised model with fraud in motor insurance as the target variable. Although we build a model for only motor insurance, the network includes claims from all available lines of business. Our results show that models with features derived from the network perform well when detecting fraud and even outperform the models using only the classical claim-specific features. Combining network and claim-specific features further improves the performance of supervised learning models to detect fraud. The resulting model flags highly suspicions claims that need to be further investigated. Our approach provides a guided and intelligent selection of claims and contributes to a more effective fraud investigation process. 
