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1. Title: Decision-first modeling should guide decision making for emerging risks
Authors: Kara Morgan, Zachary A. Collier, Elisabeth Gilmore, Ketra Schmitt
Abstract: An emerging risk is characterized by scant published data, rapidly changing information, and an absence of existing models that can be directly used for prediction. Analysis may be further complicated by quickly evolving decision-maker priorities and the potential need to make decisions quickly as new information comes available. To provide a forum to discuss these challenges, a virtual conference, “Decision Making for Emerging Risks,” was held on June 22–23, 2021, sponsored jointly by the Decision Analysis Society of the Institute for Operations Research and the Management Sciences and the Decision Analysis and Risk specialty group in the Society for Risk Analysis. Speakers reflected on the work to support decision-makers related to the COVID-19 pandemic as well as experiences in emerging risks across domains from cybersecurity, infrastructure, transportation, energy, food safety, national security, and climate change. Here, we distill the key findings to propose a set of best practice principles for a “decision-first” approach for emerging risks. These discussions underscore the importance of scoping the decision context and the shared responsibility for the development and implementation of the analysis between the analyst and the decision-maker when the context can evolve rapidly. Emerging risks may also favor simpler analytical approaches that increase transparency, ease of explanation, and ability to conduct new analyses quickly. Continued dialogue by the decision and risk analysis communities on the use and development of models for emerging risks will enhance the credibility and usefulness of these approaches.
2. Title: Information effects on lay tradeoffs between national regulatory costs and benefits
Authors: Branden B. Johnson, Adam M. Finkel
Abstract: A novel stated-preference “macro-risk” approach introduced to estimate the life-prolonging benefits of proposed environmental, health, and safety regulations may answer questions unasked or wrongly answered by conventional revealed-preference (e.g., “wage premiums” for high occupational risks) and stated-preference methods (e.g., willingness to pay for tiny reductions in one's own premature death risk). This new approach asks laypeople to appraise directly their preferred tradeoffs between national regulatory costs and lives prolonged nationwide (regulatory benefits). However, this method may suffer from incomplete lay understanding of national-scale consequences (e.g., billions of dollars in regulatory costs; hundreds of lives prolonged) or tradeoffs (e.g., what are lives prolonged worth?). Here we (1) tested effects of numerical contextual examples to ground each hypothetical regulatory tradeoff, and (2) explored why some people implicitly offer “implausible” values (< $10,000 or > $1 billion) for the social benefit of prolonging one life. In Study 1 (n = 356), after testing their separate effects, we combined three contextual-information aids: (1) comparing hypothetical regulatory costs and benefits to real-life higher and lower values; (2) reframing large numbers into smaller, more familiar terms; and (3) framing regulatory costs as having diffuse versus concentrated impacts. Information increased social benefits values on average (from $4.5 million to $13.8 million). Study 2 (n = 402) found that the most common explanations for “implausible” values included inattention, strong attitudes about regulation, and problems translating values into responses. We discuss implications for this novel stated-preferences method, and for comparing it to micro-risk methods.
3. Title: Risk-layering and optimal insurance uptake under ambiguity: With an application to farmers exposed to drought risk in Austria
Authors: Corina Birghila, Georg Ch. Pflug, Stefan Hochrainer-Stigler
Abstract: Many risks we face today will very likely not stay the same over time. For example, it is expected that climate change will alter future risks of natural disaster events considerably and, as a consequence, current risk management and governance strategies may not be effective anymore. Large ambiguities arise if future climate change impacts should be taken into account for analyzing risk management options today. Risk insurance, while albeit only one of many risk management actions possible, plays an important role in current societies for dealing with extremes. A natural starting point for our analysis is therefore the question of how ambiguity may be incorporated in a world with changing risks. To shed light on this question, we study how ambiguity can affect the uptake of insurance and risk mitigation within a risk-layer approach where each layer is quantified using distortion risk measures that should reflect the risk aversion of a decisionmaker toward extreme losses. Importantly, we obtain a closed-form solution for such a problem statement which allows an efficient numerical implementation. We apply this model to a case study of drought risk for Austrian farmers and address the question how ambiguity will affect the risk layers of different types of farmers and how subsidies may help to deal with current and future risks. We found that especially for small-scale farmers the consequences of increasing risk and model ambiguity are pronounced and subsidies are especially needed in this case to cover the high-risk layer. 
4. Title: Taxonomies for synthesizing the evidence on communicating numbers in health: Goals, format, and structure
Authors: Jessica S. Ancker, Natalie C. Benda, Mohit M. Sharma, Stephen B. Johnson, Stephanie Weiner, Brian J. Zikmund-Fisher
Abstract: Many people, especially those with low numeracy, are known to have difficulty interpreting and applying quantitative information to health decisions. These difficulties have resulted in a rich body of research about better ways to communicate numbers. Synthesizing this body of research into evidence-based guidance, however, is complicated by inconsistencies in research terminology and researcher goals. In this article, we introduce three taxonomies intended to systematize terminology in the literature, derived from an ongoing systematic literature review. The first taxonomy provides a systematic nomenclature for the outcome measures assessed in the studies, including perceptions, decisions, and actions. The second taxonomy is a nomenclature for the data formats assessed, including numbers (and different formats for numbers) and graphics. The third taxonomy describes the quantitative concepts being conveyed, from the simplest (a single value at a single point in time) to more complex ones (including a risk-benefit trade-off and a trend over time). Finally, we demonstrate how these three taxonomies can be used to resolve ambiguities and apparent contradictions in the literature.
5. Title: Behavioral biases and heuristics in perceptions of COVID-19 risks and prevention decisions
Authors: W. J. Wouter Botzen, Sem J. Duijndam, Peter J. Robinson, Pieter van Beukering
Abstract: This study adds to an emerging literature on the factors associated with individual perceptions of COVID-19 risks and decision-making processes related to prevention behaviors. We conducted a survey in the Netherlands (N = 3600) in June–July 2020 when the first peak of COVID-19 infections, hospitalizations, and deaths had passed, and lockdown measures had been eased. Dutch policies relied heavily on individual prevention behaviors to mitigate a second infection wave. We examine whether biases and heuristics that have been observed in how people perceive and respond to other risks also apply to the newly emergent risks posed by COVID-19. The results indicate that people simplify risk using threshold models and that risk perceptions are related with personal experiences with COVID-19 and experiences of close others, supporting the availability heuristic. We also observe that prevention behavior is more strongly associated with COVID-19 risk perceptions and feelings toward the risk than with local indicators of COVID-19 risks, and that prevention behavior is related with herding. Support for government lockdown measures is consistent with preferences that may contribute to the not-in-my-term-of-office bias. In addition, we offer insights into the role of trust, worry, and demographic characteristics in shaping perceptions of COVID-19 risks and how these factors relate with individual prevention behaviors and support for government prevention measures. We provide several lessons for the design of policies that limit COVID-19 risks, including risk communication strategies and appeals to social norms. Perhaps more importantly, our analysis allows for learning lessons to mitigate the risks of future pandemics.
6. Title: Give me liberty or give me COVID-19: How social dominance orientation, right-wing authoritarianism, and libertarianism explain Americans’ reactions to COVID-19
Authors: Yilang Peng
Abstract: While previous research has revealed an ideological divide in Americans’ perceptions of COVID-19, specific ideological components can additionally explain public reactions to the pandemic. With two surveys—one sample of crowdsourced workers (N = 482) and a nationally representative sample of American adults (N = 7449)—this research investigates how multiple ideological facets simultaneously predict individuals’ reactions to COVID-19. Results demonstrate that social dominance orientation and libertarianism are two important ideological sources that predict more dismissal of COVID-19 and less support for government measures. Right-wing authoritarianism was negatively correlated with COVID-19 concern and support for government actions, but suppression effects could exist. The effects of ideological variables were largely consistent when trust in science was considered. This study highlights the role of specific ideological components in contributing to the political divide regarding attitudes toward the COVID-19 pandemic beyond the liberal–conservative identification.
7. Title: The role of trust and risk perception in current German nuclear waste management
Authors: Roman Seidl, Cord Drögemüller, Pius Krütli, Clemens Walther
Abstract: One of the lessons learned in various countries that have to deal with spent nuclear fuel is that finding a proper place and siting a repository for high-level nuclear waste (HLW) cannot be achieved without public consent. After decades of obstruction, Germany recently launched a new, participatory, site-selection process for the disposal of HLW in deep geological formations. Nonetheless, significant opposition is assumed. Therefore, citizens’ trust in the procedure and the agents involved may be paramount. We conducted an online survey (N ≈ 5000) in March/April 2020 to test a theoretical model on trust, perceived risks and benefits, and acceptance. We differentiated acceptance as a dependent variable according to distinct phases: the procedure, a possible decision on a disposal location, and the repository facility itself. The results show that trust is mainly important for explaining acceptance of the ongoing procedure and less so for the acceptance of the decision or the repository facility itself. Moreover, our investigation of the sample using a cluster analysis reveals characteristic patterns of trust, risk perception, and acceptance by three clusters: a cluster focusing on risk perception, an ambivalent cluster, and an indifferent cluster. Trust is lowest in the risk-focused cluster and highest in the ambivalent cluster.
8. Title: An integrative agent-based vertical evacuation risk assessment model for near-field tsunami hazards
Authors: Chen Chen, Alireza Mostafizi, Haizhong Wang, Dan Cox, Cadell Chand
Abstract: This study couples FN-curves with Agent-based Modeling and Simulation (ABMS) to assess risk for tsunamis with various recurrence intervals . By considering both expected number of casualties and the likelihood of tsunami events, multiple series of simulations and in-depth analyses determine (1) how vertical evacuation structure (VES) placement impacts mortality rate; (2) what the best evacuation strategies VES locations are; and (3) where evacuees are likely to be caught by tsunami waves. The results from utilizing FN-curves to conduct disaggregative analyses based on six tsunami scenarios indicate that choosing one tsunami scenario or averaging the risk of different scenarios may not fully articulate VES impacts due to the “levee effect,” which potentially leads to false positives. Findings show that placing VESs close to shorelines saves nearby at-risk populations, but also results in two risk increasing phenomena: “exposure to risk” (i.e., evacuees being attracted to high risk roads by a VES when evacuating) and “blind zones” (i.e., locations near a VES where evacuees increase their risk by evacuating to that VES). When limited to one VES, placement near a population's centroid results in the lowest mortality rate. More than one VES may lower mortality rate further if VESs are spreading out according to community's topography. In addition to the analysis of tsunamis, the approach of coupling FN-curves with ABMS can be used by local authorities and engineers to determine tailored hard-adaptive measures and evacuation strategies, which helps to avoid maladaptive actions in different hazardous events.
9. Title: Modeling the association between socioeconomic features and risk of flood damage: A local-scale case study in Sri Lanka
Authors: M. M. G. T. De Silva, Akiyuki Kawasaki
Abstract: Floods cause severe damage to people as well as to properties. The same flood can cause different levels of damage to different households, but investigations into floods tend to be conducted on regional and national scales, thereby missing these local variations. It is therefore necessary to understand individual experiences of flood damage to implement effective flood management strategies on a local scale. The main objectives of this study were to develop a model that represents the relationship between socioeconomic conditions and flood damage at a local scale, and to understand the socioeconomic factors most closely tied to flood damage. The analysis is novel in that it considers not only the impact of flood characteristics, but also the impact of social, economic, and geographic factors on flood damage. This analysis derives from a quantitative modeling approach based on community responses, with the responses obtained through questionnaire surveys that consider four consecutive floods of differing severity. Path analysis was used to develop a model to represent the relationships between these factors. A randomly selected sample of 150 data points was used for model development, and nine random samples of 150 data points were used to validate the model. Results suggest that poor households, located in vulnerable, low-lying areas near rivers, suffer the most from being exposed to frequent, severe floods. Further, the results show that the socioeconomic factors with the most significant bearing on flood damage are per capita income and geographic location of the household. The results can be represented as a cycle, showing that social, economic, geographic, and flood characteristics are interrelated in ways that influence flood damage. This empirical analysis highlights a need for local-scale flood damage assessments, as offered in this article but seldom seen in other relevant literature. Our assessment was achieved by analyzing the impact of socioeconomic and geographic conditions and considering the relationship between flood characteristics and flood damage.
10. Title: US tropical cyclone flood risk: Storm surge versus freshwater
Authors: Gina Tonn, Jeffrey Czajkowski
Abstract: Despite persistent record-breaking flood losses from tropical cyclones (TCs), the United States continues to be inadequately prepared for TC flood events, with the deficiency in residential flood insurance being a prime representation of this. One way to address this is through a better quantification of TC flood risk including variations associated with freshwater versus storm surge flood hazard and damage. We analyze actual residential flood claim data from the National Flood Insurance Program (NFIP) for the full set of all 28 significant US landfalling TC-related flood events from 2001 to 2014 which we split by storm surge and freshwater. We illustrate key differences between the numbers of claims, paid claim amounts, and damage for freshwater and surge claims, as well as evaluate differences associated with flood zone, state, TC event, and flood depth. Despite the typical focus on surge TC flooding, freshwater flooding accounts for over 60% of TC paid claim and damage amounts. Surge flooding often occurs outside of high-velocity flood zones, which is not reflected in the NFIP premiums. Statistical analysis indicates that depth-damage ratios vary significantly by surge versus freshwater and by geography. State-level analysis shows that land-use policies and building codes likely affect differences in damage along with storm characteristics and geography. The findings highlight the need to mitigate and manage both freshwater and surge TC flood risk and for more individualized flood insurance premiums less tied to flood zone. It appears that the latter need may be addressed by the Federal Emergency Management Agency (FEMA)’s Risk Rating 2.0.
11. Title: Integrated approach for spatial flood susceptibility assessment in Bhagirathi sub-basin, India using entropy information theory and geospatial technology
Authors: Sufia Rehman, Mohd. Sayeed Ul Hasan, Abhishek Kumar Rai, Md. Hibjur Rahaman, Ram Avtar, Haroon Sajjad
Abstract: Globally, floods as dynamic hydraulic hazard have caused widespread damages to both socioeconomic conditions and environment at various scales. Managing flood and management of water resource is a global challenge under the changing climatic condition. This study assessed flood susceptibility in the Bhagirathi sub-basin, India using entropy information theory and geospatial technology. Twelve flood susceptibility parameters such as land use/land cover, normalized difference vegetation index (NDVI), slope, elevation, geology, geomorphology, normalized difference water index (NDWI), soil, drainage density, average rainfall, maximum temperature, and humidity during monsoon season were utilized to examine flood susceptibility. Receiver operating characteristics (ROC) curve and Leave-One-Out Cross-Validation (LOOCV) techniques were carried out to validate flood susceptibility map. Kappa statistics was also used to check the reliability of the flood susceptibility model. Findings of the study revealed that nearly 45% area of the sub-basin was highly susceptible to flood followed by moderate (29.3%), very high (19%), low (6.9%), and very low (0.2%). These findings also revealed that nearly 92% area in the eastern, north-eastern, and deltaic sub-basin was susceptible to floods. ROC analysis indicated high success (0.932) and prediction (0.903) rates for the susceptibility map while LOOCV (R2 being 0.97) and Kappa (k = 0.934) have shown substantial prediction of the model. Hence, the susceptibility maps are useful for the local planners and government organization in designing the early flood warning system, and reducing the human and economic losses. The methodology used in this study is applicable for analyzing flood susceptibility at spatial scales in similar systems.
12. Title: One and done? Exploring linkages between households' intended adaptations to climate-induced floods
Authors: Brayton Noll, Tatiana Filatova, Ariana Need
Abstract: As climate change increases the probability and severity of natural hazards, the need for coordinated adaptation at all levels of society intensifies. Governmental-level adaptation measures are essential, but insufficient in the face of growing risks, necessitating complementary action from households. Apprehending the drivers of household adaptation is critical if governments are to stimulate protective behavior effectively. While past work has focused on the behavioral drivers of household adaptation, little attention has been paid to understanding the relationships between adaptation measures themselves—both previously undergone and additionally (planned) intended adaptation(s). Using survey data (N = 4,688) from four countries—the United States, China, Indonesia, and the Netherlands—we utilize protection motivation theory to account for the behavioral drivers of household adaptation to the most devastating climate-driven hazard: flooding. We analyze how past and additionally intended adaptations involving structural modification to one's home affect household behavior. We find that both prior adaptations and additionally intended adaptation have a positive effect on intending a specific adaptation. Further, we note that once links between adaptations are accounted for, the effect that worry has on motivating specific actions, substantially lessens. This suggests that while threat appraisal is important in initially determining if households intend to adapt, it is households' adaptive capacity that determines how. Our analysis reveals that household structural modifications may be nonmarginal. This could indicate that past action and intention to pursue one action trigger intentions for other adaptations, a finding with implications for estimating the speed and scope of household adaptation diffusion.
13. Title: A novel methodology concentrating on risk propagation to conduct a risk analysis based on a directed complex network
Authors: Xiaoxue Ma, Wanyi Deng, Weiliang Qiao, Huiwen Luo
Abstract: A novel methodology is proposed in the present study to describe the risk propagation process by quantitatively evaluating the criticality and sensitivity of risk events according to complex network theory, based on which risk matrices are developed to interrupt the risk propagation process by setting up safety barriers. The applicability and accuracy of the improved k-shell decomposition algorithm and risk flow model for calculating the criticality proposed in this study are verified by the susceptible-infected-recovered (SIR) simulation, which is widely regarded as a benchmark for complex networks (CN) issues. The results confirm the advantages of the proposed methodologies considering comprehensively various comparison indicators. The sensitivity of the nodes is quantified by running an SIR simulation with a variable infection rate and recovery rate. Finally, the criticality and sensitivity of risk events contribute to the development of risk matrices with three different risk scenarios, based on which the applicability and effectiveness of safety barriers are qualitatively analyzed to interrupt the risk propagation process. The framework and methodologies proposed in this study could well present the risk propagation process within CNs and are proven to have a great potential for studies on safety barriers.
14. Title: Joint optimization of mission abort and protective device selection policies for multistate systems
Authors: Xian Zhao, Xiaofei Chai, Jinglei Sun, Qingan Qiu
Abstract: For safety-critical systems such as aircrafts and submarines, mission abort is commonly deployed to enhance system survivability at the cost of reducing mission success probability. In addition to mission abort, protective device can also mitigate the failure risk of safety-critical systems by reducing the magnitude of external shocks. Considering the effect of protective device on system failure behavior, this article proposes a condition-based mission abort policy where a mission is terminated and rescue procedure starts immediately if the state of system is worse than a control limit. Based on the developed mission abort policy, mission reliability and system survivability are evaluated to analyze the risk of mission failure and system failure. The optimal mission abort threshold balancing the tradeoff between mission reliability and system survivability is investigated. Furthermore, the joint optimization of mission abort and protective device selection policies is explored by simultaneously optimizing the defensive factor and abort threshold. A numerical example on a hydraulic system is presented to illustrate the applicability of the proposed policies.
15. Title: Bayesian network-based risk assessment of synthetic biology: Simulating CRISPR-Cas9 gene drive dynamics in invasive rodent management
Authors: Ethan A. Brown, Steven R. Eikenbary, Wayne G. Landis
Abstract: Gene drive technology has been proposed to control invasive rodent populations as an alternative to rodenticides. However, this approach has not undergone risk assessment that meets criteria established by Gene Drives on the Horizon, a 2016 report by the National Academies of Sciences, Engineering, and Medicine. To conduct a risk assessment of gene drives, we employed the Bayesian network–relative risk model to calculate the risk of mouse eradication on Southeast Farallon Island using a CRISPR-Cas9 homing gene drive construct. We modified and implemented the R-based model “MGDrivE” to simulate and compare 60 management strategies for gene drive rodent management. These scenarios spanned four gene drive mouse release schemes, three gene drive homing rates, three levels of supplemental rodenticide dose, and two timings of rodenticide application relative to gene drive release. Simulation results showed that applying a supplemental rodenticide simultaneously with gene drive mouse deployment resulted in faster eradication of the island mouse population. Gene drive homing rate had the highest influence on the overall probability of successful eradication, as increased gene drive accuracy reduces the likelihood of mice developing resistance to the CRISPR-Cas9 homing mechanism.
